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DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United
States Government. Neither the United States Government nor any agency thereof, nor
any of their employees, makes any warranty, express or implied, or assumes any legal
liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by trade name, trademark, manufacturer, or otherwise does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the
United States Government or any agency thereof. The views and opinions of authors
expressed herein do not necessarily state or reflect those of the United States Government

or any agency thereof.
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ABSTRACT

Hydraulic fracturing is essential for producing gas and oil at an economic rate
from low permeability sands. Most fracturing treatments use water and polymers with a
gelling agent as a fracturing fluid. The water is held in the small pore spaces by capillary
pressure and is not recovered when drawdown pressures are low. The un-recovered
water leaves a water saturated zone around the fracture face that stops the flow of gas into
the fracture. This is a particularly acute problem in low permeability formations where
capillary pressures are high. Depletion (lower reservoir pressures) causes a limitation on

the drawdown pressure that can be applied.

A hydraulic fracturing process can be energized by the addition of a compressible,
sometimes soluble, gas phase into the treatment fluid. When the well is produced, the
energized fluid expands and gas comes out of solution. Energizing the fluid creates high

gas saturation in the invaded zone, thereby facilitating gas flowback.

A new compositional hydraulic fracturing model has been created (EFRAC).
This is the first model to include changes in composition, temperature, and phase
behavior of the fluid inside the fracture. An equation of state is used to evaluate the
phase behavior of the fluid. These compositional effects are coupled with the fluid
rheology, proppant transport, and mechanics of fracture growth to create a general model

for fracture creation when energized fluids are used.

In addition to the fracture propagation model, we have also introduced another
new model for hydraulically fractured well productivity. This is the first and only model
that takes into account both finite fracture conductivity and damage in the invaded zone

in a simple analytical way.

EFRAC was successfully used to simulate several fracture treatments in a gas
field in South Texas. Based on production estimates, energized fluids may be required
when drawdown pressures are smaller than the capillary forces in the formation. For this
field, the minimum CO, gas quality (volume % of gas) recommended is 30% for

moderate differences between fracture and reservoir pressures (2900 psi reservoir, 5300
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psi fracture). The minimum quality is reduced to 20% when the difference between
pressures is larger, resulting in additional gas expansion in the invaded zone. Inlet fluid
temperature, flow rate, and base viscosity did not have a large impact on fracture
production. Finally, every stage of the fracturing treatment should be energized with a

gas component to ensure high gas saturation in the invaded zone.

A second, more general, sensitivity study was conducted. Simulations show that
CO; outperforms N, as a fluid component because it has higher solubility in water at
fracturing temperatures and pressures. In fact, all gas components with higher solubility
in water will increase the fluid’s ability to reduce damage in the invaded zone. Adding
methanol to the fracturing solution can increase the solubility of CO,. N; should only be
used if the gas leaks-off either during the creation of the fracture or during closure,
resulting in gas going into the invaded zone. Experimental data is needed to determine if
the gas phase leaks-off during the creation of the fracture. Simulations show that the
bubbles in a fluid traveling across the face of a porous medium are not likely to attach to

the surface of the rock, the filter cake, or penetrate far into the porous medium.

In summary, this research has created the first compositional fracturing simulator,
a useful tool to aid in energized fracture design. We have made several important and
original conclusions about the best practices when using energized fluids in tight gas
sands. The models and tools presented here may be used in the future to predict behavior

of any multi-phase or multi-component fracturing fluid system.
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EXECUTIVE SUMMARY

A hydraulic fracturing process can be energized by the addition of a compressible,
sometimes soluble, gas phase into the treatment fluid. When the well is produced, the
energized fluid expands and gas comes out of solution. This, coupled with the high
mobility of the fluid in the fracture, results in a rapid cleanup of the fracturing fluid as it

is blown out of the well by the liberated gas phase’.

Energized fluids can use CO:*°, N2™*, methanol’, or any combination of gases'’.
They can be pumped solely as an energized fluid™'' or can be mixed with an external
phase, such as a cross-linked gel or hydrocarbons'?. The addition of CO:2 and N2 to a
traditional, aqueous based fluid is common and can be beneficial at high volume fractions
because foam is created. Foam has all the same advantages as other energized fluids with

similar composition, but has higher viscosities than single-phase fluids.

In traditional hydraulic fracture modeling, fracture dimensions are estimated and
propagated over time by coupling rheological fluid flow models and fracture mechanics.
Volume conservation is assumed because the fluid is incompressible. Traditional
fracturing fluids are single-phase and do not require that compositional effects be taken
into account. The process is also assumed to be isothermal; the fluid properties are
evaluated at reservoir temperatures. The reader is referred to Nordgren' for an example

of a model with these assumptions.

In the case of energized fluids, however, these assumptions cannot be made. The
conservation equations can no longer be approximated on a volume basis, but need to be
preserved in a mass basis. The presence of multiple fluid phases causes each component
to leak-off at a different rate, resulting in compositional changes throughout the fracture.
The process is no longer isothermal since the injected fluid may be at a temperature that

is 200 °F lower than the reservoir.
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Unlike traditional fracturing fluids, energized fluid systems involve the injection
of multiple components. Several mechanisms (phase behavior, leak-off, multi-phase
flow) can cause compositional changes of the fluid during fracturing. In addition, phase
changes can occur as a result of changes in temperature and pressure. Fracture
dimensions, as well as proppant carrying ability, depend both on the overall composition
and the phase properties of the fracturing fluid. Changes in composition are tracked
using component balances and incorporated into a fracture model, a feature that no
existing fracturing model has. The results are analyzed to determine the effect that

composition has on fracture performance.

It is not uncommon for energized fluids to be pumped at low temperatures (0-70°
F)*. The temperature difference between the fluid and the earth causes an increase in
fluid temperature as it flows down the wellbore. Heat transfer continues in the fracture
because the fracture face is exposed to the high reservoir temperature (< 350° F).
Temperature variations cause significant differences in the phase behavior, as well as
changes in other fluid properties, affecting fracture performance. Energy balances are
implemented in the fracture model to track temperature changes in the fluid. This allows

us, for the first time, to quantify the effect that heat transfer has on hydraulic fracturing.

Changes in solubility and compressibility are predicted by the implementation of
an equation of state (EOS). The input to the equation of state is the fluid composition
(tracked by the component balance), the fluid temperature (tracked by the energy
balance), and the fluid pressure (tracked by an overall mass balance). The output is
updated density, phase composition, and phase fraction. The Peng-Robinson equation of

state was used in this research and implemented in the fracturing model.

Energized fluids have very efficient fracture fluid recovery because of the
creation of a high gas saturation in and around the fracture. The rate of fluid recovery
depends on the amount of leak-off, composition of leak-off, placement of proppant,
relative mobility of each phase in the reservoir and the fracture, and the amount of gas
that comes out of solution when the well is put back on production. The amount of leak-

off, composition of leak-off, and placement of proppant are determined from the fracture

The University of Texas at Austin



DOE Final Report 2006-2009 3

model with compositional effects. The relative mobility of the fluid phases is a property
of the porous medium and the fluids. The amount of gas that comes out of solution is
determined by the phase behavior calculated by an equation of state. Published models
do not include a mechanism for flowback, or do so in a simplistic way. A model has
been created that predicts steady state flow from a fractured reservoir. Damage around
the fracture face is included so that the difference in production from energized and non-

energized systems can be compared.

Results from the new simulator (EFRAC) are compared to field results.
Engineers from Anadarko provided data on a pre-existing energized fluid treatment on a
South Texas gas well. The data includes recorded pressures during fracturing and fluid
recovery during flowback. Comparing the modeled results contributes to better
understanding of the capabilities and limitations of the model. Once the pumping
schedule that was actually pumped is accurately modeled, the design can be optimized by
variation of controllable engineering parameters determined by the fracture engineer.
Possible recommendations for future energized fracture jobs on similar wells are

included.

The parameters that dominate energized fracture performance have been
determined. The following questions have been asked in energized fracture design, and

answered with this research:
1. When should we use energized instead of traditional fluids?
2. Which gas component works best, and when?
3. How does leak-off and closure affect energized fracture performance?
4. What quality (volume fraction of gas) works best?
5. What permeability rocks are more suitable for energized fractures?
6. What other factors are important?

Each of the parameters is varied over a broad range of values to answer each question.
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By adding thermal and compositional capabilities to hydraulic fracture models,
operators will be able to design and optimize energized fracture stimulation treatments in
a systematic way. Such improvements will help operators better develop under-
pressurized reservoirs, many of which are water-sensitive and will require energized
treatments to be effectively produced. The resulting improvement in the development
approach will require fewer wells and fewer completion or re-completion attempts to

achieve a satisfactory level of natural gas production. It will also reduce costs.
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CHAPTER 1: INTRODUCTION

Hydraulic fracturing is an effective stimulation technique for oil and gas wells. In
this process, fluid is pumped into a well at a pressure high enough to overcome the in-situ
stresses and the strength of the rock, forming a tensile crack or fracture. Sand or bauxite,
referred to as proppant, is added in later stages of pumping to keep the fracture open
during flowback. The proppant pack in the fracture provides a conductive channel for
fluid to flow because it has a much higher permeability than the formation. This results
in a higher production rate from the well. In low permeability rocks, hydraulic fracturing
is essential in order to achieve profitable flowrates in a well. It is estimated that over

80% of all oil and gas wells are hydraulically fractured.

Although the effect of creating a hydraulic fracture is mostly beneficial, some
adverse consequences may develop. For example, water pumped during fracture creation
can reduce the permeability to hydrocarbons because the water is held in the porous
medium by capillary forces. If clays are present, the water will be absorbed by the clay,
causing swelling and creating permeability damage. The effect is amplified because of
polymer additives added to the water. Polymer residue can plug the pore space and
restrict flow. In ideal situations, about 40% of the water that is pumped during fracturing
is recovered when the well is put back on production. This is not the case in low
permeability and depleted formations. In these cases, very little of the water is recovered
and alternatives to traditional fracturing fluids are needed. One way to reduce damage by
water is to “energize” the fluid by the use of gases. Understanding what happens when a

fracture is energized is the main goal of this research.

When a fracture is energized, the amount of water pumped during fracturing is
reduced or eliminated by adding a gas component to the fracturing fluid. The less water
that is pumped, the less damage it will create. In addition, the gas component stimulates
the area around the face of the fracture that has been exposed to fluid leak-off. Gas,

unlike water, changes density by variations in pressure. The gas expands when fracturing
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is stopped and the well is put on production because it will go from high to low pressure.
Expansion of the gas phase increases the saturation of the gas phase, reducing gas relative
permeability damage. Gas comes out of solution from the water phase when the pressure
is reduced, further increasing gas saturation. The term “energized” is used because of the

above properties.

A tight gas reservoir may be defined as a gas reservoir that can only be produced
at economic flow rates by stimulating the well by hydraulic fracture treatments or by use
of horizontal or multilateral wellbores®>. This definition implies that the vast majority of
gas wells in tight gas fields need to be stimulated using a fracturing treatment.
Conventional fracturing technology uses a viscosified aqueous fluid for fracture
propagation and placement of proppant. As the need to produce unconventional
reservoirs grows, alternative fracturing fluids are required. =~ One alternative to

conventional fracturing is energized fluids.

Energized fluid fracturing has many uses, but its common applications are in
natural gas reservoirs that have a low fluid pressure’, or in water sensitive formations*’.
When the reservoir pressure is low, the viscous forces applied to the trapped liquid phase
(usually water) may not be sufficient to overcome the capillary pressure of the fracturing
fluid in the formation; this results in little or no flowback. With energized fluids, the
creation of a free gas phase in the rock matrix allows the gas relative permeability to
increase as soon as the pressure is reduced. Energized fluids also minimize or eliminate
the use of water which is beneficial because water causes fines migration or clay swelling

problems in the formation.

Energized fractures are used in almost all hydraulic fracturing treatments in
depleted tight gas sand formations of North America. They are used worldwide on water
sensitive formations where non-conventional fluids are incompatible. In the future, it is
expected that a higher percentage of hydraulic fractures are energized because current

fields will be depleted and new plays will be in tighter formations.

As the popularity of energized fractures grows, so does the need to understand the

process. A hydraulic fracture uses thousands of gallons of fluids, thousands of pounds of
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proppant, and costs hundreds of thousands of dollars. Every engineering decision is
valuable because of significant increases in production or decreases in cost. The
complexity of the problem is increased because the engineer cannot measure fracture
growth in the field. Models that predict fracture growth have been used in the design of

hydraulic fractures to make up for the lack of known information.

Several hydraulic fracturing models have been implemented where traditional
(water-based) fluids have been used. Many of the assumptions made while creating these
models cannot be applied to the gas used in energized fluids. This research aims to create
a fracture propagation model that can be used for energized fracturing fluids. The model
can be used by operators to design and optimize energized fracture stimulation treatments
in a systematic way. The simulator aids in identifying the important parameters for
energized fracturing leading to improvements in fracture design and perhaps an increased

use of energized fracturing fluids.

1.1 Review of Chapters

The research discussed here forms the basis for creating the first model for

energized fracture treatments. The research is divided into the following chapters:

Chapter 2 discusses past fracture models. The theory and assumptions of each
model are included. Many of the theories behind these models can be kept and applied
to the new model. This chapter places an emphasis on what can and cannot be included

in an energized fracture model.

Chapter 3 presents the theories and equations behind the new fracture model
(EFRAC). The compositional balances, an energy balance, and phase behavior are
included in a fracture model for the first time. Other equations (fracture mechanics,

proppant transport, wellbore behavior) incorporates the work of past authors.

Chapter 4 reviews energized fluid behavior. The chapter opens with a discussion
of fluid types and their differences. The chapter discusses the different gas components

that are used as energizers. For the model to work, the phase behavior, rheology, and
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leak-off behavior must be correctly characterized. The chapter concentrates on common

fluids and fluid types that are shown as case studies for this research.

Chapter 5 is a compilation of example runs that show how the model can be run
and shows an example of the output. The chapter serves as an introduction to preliminary
issues that are included in energized fractures. It also confirms the model can predict

some of the same behavior as past models discussed in Chapter 2.

Chapter 6 shows the assumptions, theory, equations, and formulation of a new
model to predicted steady state production from a fractured reservoir. It includes a
comparison to past models with common assumptions. It is the first time a model
incorporates a damaged zone around the fracture and includes the behavior of energized
fluids.

Chapter 7 discusses the first application of the energized fluid model to actual
field treatments. The model is used to optimize fracturing treatments in a South Texas
tight gas field operated by Anadarko Petroleum. We use data from 3 previously
performed treatments in the area to verify that the model can correctly predict fracture
growth. Once the model is confirmed, it can be used instead of costly field trial-and-
error procedures to optimize fracture performance. The conclusions discuss the optimum

conditions to apply energized fracturing fluids in this field.

Chapter 8 discusses mechanisms for dynamic leak-off of energized fluids. Theory
and assumptions of 4 possible mechanisms are discussed. The effect each mechanism
has on field performance and laboratory leak-off experiments is shown. The conclusions

of this chapter should be confirmed with experimental data in the future.

Chapter 9 is a sensitivity study on fracturing parameters. The chapter shows
which parameters are important in energized fracturing and why. This includes a
comparison between different energizing components and the effect of a range of
reservoir properties. Neither of theses issues is covered in Chapter 7 because that chapter

is only applied to a specific tight gas field.

Chapter 10 is a summary of conclusions from each chapter. The chapter also

gives the author’s ideas on future work involving this subject.
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CHAPTER 2: REVIEW OF TRADITIONAL FRACTURE
MODELING

Tight gas sands consist of geological formations that have different petrophysical
and mechanical properties. Geoscientists and engineers decide which layers can be
targeted to produce economical volumes of oil or gas. Once the target layers are
identified, the engineer decides whether the zone needs stimulation, and if a fracture is
necessary. The design of the fracture is based on predictive fracture propagation models,

in order to optimize the fracture geometry and maximize hydrocarbon recovery.

Most fracture models make some preliminary assumptions about the fracture
geometry and fluid mechanics. The fracturing model typically consists of three

fundamental equations that are solved simultaneously:

e The injected fluid mass balance.
e The fracture mechanics equation that relates the pressure to the fracture width.

e A fluid flow equation that relates the pressure to the fluid flow in the fracture.

Other features such as proppant transport and fluid leak-off are included in these
equations. All current fracture models (including those discussed in this chapter) do not
include compositional, thermal, or phase behavior effects, so they are not applicable to

energized fluids.

This chapter discusses two fracture propagation models. The first is a model
developed by Nordgren®. It is a simple, one-dimensional model for vertical fractures.
The second is a 3D model developed at The University of Texas at Austin and referred to
as UTFRAC-3D. The UTFRAC-3D model has many more capabilities than Nordgren’s

model, including non-Newtonian flow, height propagation, and proppant transport. Many

* Many of the ideas expressed in this chapter were first written for SPE 115750 by Friehauf and Sharma'.
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of the ideas and theories used in these two models form the basis for developing the new

model for energized fluids.

In Nordgren’s model, UTFRAC-3D, and the new model for energized fluids
presented in Chapter 3, it is assumed that a fracture is present when the fluid pressure is
larger than the minimum horizontal stress in the formation. The fluid pressure causes a
displacement (width) in the rock, which behaves elastically. The minimum horizontal
stress signifies the minimum fluid pressure in the fracture because any lower pressure
will cause the fracture to close. The fracture will grow perpendicular to the direction of
minimum horizontal stress. Symmetry allows us to assume that the fluid injection creates
two equal planar fractures. Each wing accepts half of the total injected flowrate. Only

one wing is modeled.

2.1 Nordgren’s Model for Vertical Fracture Propagation

Nordgren® considers a fracture that is vertical, and of constant height, propagating
away from the wellbore. The cross-section of the fracture is elliptical, a result of
assuming plane-strain in the vertical direction. This combination of assumptions

comprises the Perkins-Kern-Nordgren or PKN fracture geometry, shown in Figure 2.1.

At least three items are coupled to create a complete hydraulic fracture
propagation model: fluid mass balances, fracture mechanics, and flow behavior through

the given geometry. Nordgren accomplished this for fractures with a PKN geometry.

Equation 2.1 is the continuity equation, or mass balance, for an incompressible

fluid with one-dimensional flow:
hd—q+q,+d—'i‘°:0 (2.1)
X

q is the flowrate per unit height, q; is the leak-off rate per unit length, and A, is the cross-

sectional area of the fracture.
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Fracture mechanics defines the relationship between the fluid pressure in the
fracture and the fracture width. Nordgren uses a simple expression, Equation 2.2, which
shows that the fracture width is directly proportional to the difference between the fluid

pressure and the stress in the layer:
W[x,z]:(lé—v)(hz—422)”2(P[x]—a); —g< z<g 2.2)

For an elliptical cross section, the average and maximum widths are related by a factor of

1/4; therefore

A: :%hwmax' (23)

A Newtonian fluid flowing through an ellipse has the following relationship

between the flowrate and pressure drop in the fracture:

zw_ > dP
q= max (24)
644 dx
Where p is the Newtonian viscosity of the fluid. The fluid loss per unit length has been

shown to follow the following relationship:

2Ch

t—7

a = (2.5)
Where C is the leak-off coefficient, t is pumping time, and t is the time where the
fracture is first opened at a given position. If we combine Equations 2.1-2.5, we derive

the following differential equation:

2 4
G d Wn;ax __8C N dw_, (2.6)
64(1—v)uh dx aNt—1 dt

Where G is the shear modulus of the formation:

G= E
2(1+v)

2.7)

Equation 2.6 has the following boundary and initial conditions:
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W, [X0]=0 (2.8.2)
w_. [L(t),t]=0 (2.8.b)

4
dWmax [O’t] — _256(1_‘/)# qin_h (28C)
dx 7G :

Time, length, and width are made non-dimensional by Equations 2.9-2.11:

1 (I_V)/UhQinj2 273
= [ 2T T 12034 2.9

P 22t 32C°G ] 29)
1 (I-v)uha,’

L. o=—[—2C O -3 2.10

° 7r[ 256C*G ] 2.10)
16(1-v)uhq, >

W =[ ( V)/u qm] ]_1/3W (211)

° C’G
Nordgren solved this problem numerically, but analytical solutions can be obtained for

the following cases:

L, =1.32t,*° & w, =t,"* For 0 leak-off (2.12)
2

L, =—t,"" & w, =0.798t,"* For high leak-off (2.13)
T

Equations 2.12 and 2.13 are plotted with the numerical results in Figures 2.2 and 2.3.
Nordgren’s results (Figures 2.2 and 2.3) are compared to the new model’s results in

Chapter 5.
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2.2 Theory of Traditional 3D Fracture Propagation Model
(UTFRAC-3D)

UTFRAC-3D is a simulator capable of modeling 3-D hydraulic fracture growth
and proppant transport. This particular simulator solves the material balance, fracture
width, and proppant concentration equations using a moving boundary element solver.
The model assumes non-Newtonian, incompressible flow through a narrow slit. Fluid
loss is modeled as a sink term in the 2-dimensional balance equation to represent flow in
the third dimension. The fluid pressure determines the magnitude of the fracture width.
Equations 2.14 and 2.17 show the fracture mechanics and fluid balance equations. These
two equations are solved simultaneously in UTFRAC-3D. The technical nature of the

program is discussed in Dr. Cheng Yew’s book, Hydraulic Fracture Mechanics®.
In UTFRAC-3D, the domain of the entire fracture face (2-dimensional plane) is

referred to with the symbol Q. The edges of the domain are given the symbol dQ.

Specifically, dQ, refers to the inlet of the fracture, or x = 0 and dQr refers to the other

edges of the fracture.
The fracture mechanics is governed by Equation 2.14:

3(1)@+3(1)%]dx'dz' (2.14)

G
_P(X’Z)M(X’Z)_4n(1—v)§[[ax Fox oz

Where:

r=J(x—x) +(z-2') (2.15)
The boundary condition along the fracture edges is
w(X,z,t)=0 (2.16)
Equation 2.17 is the continuity equation for flow in the fracture:

opw)  9(pay) , 9(pa,) PG _ (2.17)

ot OX 0z h

Boundary conditions for all the edges are listed in Equation 2.18 and 2.19:
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d, = 0, on inlet edge (2.18)

g, or g, =0 on all other edges (2.19)

The flowrate per unit height and pressure gradient have the following relationship™:

2n+1

n o --w" dP, -" dP
9 =-— ) [(—) g ) ]2” — (2.20)
2n+1 o

UTFRAC-3D includes an additional resistance to fracture growth by the use of
the stress intensity factor (K;) along the fracture edges. The stress intensity factor is

calculated on the nodes on the edges of the facture by Equation 2.21°.

G 211: 1/2
Kl_2(1—v)(Tj W 2.21)

Where r is the distance from the fracture tip. The fracture will advance whenever the
stress intensity factor exceeds a critical value, K;c, a material property of the rock. An
iterative solution is needed in UTFRAC-3D because of this additional criterion. The
additional resistance results in shorter fractures and higher bottom-hole pressures than

Nordgren’s model.

2.3 Estimation of Leak-off Coefficients from Reservoir Properties

Leak-off represents a loss of fluid into the formation. The driving force for leak-
off is the pressure difference between fracture and reservoir. Fracturing models assume
that leak-off occurs perpendicular to the fracture face. The rate of leak-off is usually not
represented by Darcy’s law or other types of flow equations. All of the above models
require an estimation of the leak-off coefficient, C, to determine the leak-off rate. In the
field, leak-off is estimated by doing a mini-frac test where a small amount of fluid is

injected and the pressure response gives an estimation of the leak-off*. In the absence of
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such data, leak-off can be estimated from fluid and reservoir properties. This section

covers how the estimation is done.
The velocity of leak-off, uy, is used to define the overall leak-off coefficient, C:

C

u =
t—7

(2.22)

The square root of time dependence results from the use of wall-building fluids. The
symbol T in Equation 2.22 represents the time where the fracture is first opened at a given
position. The delayed time allows the wall-building material of the fluid to have a larger
effect near the wellbore. Conversely, leak-off is high in newly opened regions of the

fracture where no wall-building material has accumulated.

Traditional, single-phase leak-off can be described by the combination of three
mechanisms: compression of reservoir fluids, the invaded zone of the reservoir filled with
the fracturing fluid, and the filter cake built up by wall-building materials found in the

fracturing fluid. Each mechanism can be described by its own leak-off coefficient’.

The compressibility leak-off coefficient is:

C, = /MAP (2.23)
TR

The invaded zone leak-off coefficient is:

C, = \/¢—T((AF’)”2 (2.24)
2u

o % o« AP (2.25)

w

The wall-building coefficient is:

where my, is determined by a fluid loss experiment where the fracturing fluid is flowed
through a core sample. m, is equal to the slope of the graph of cumulative filtrate
volume versus the square root of time. In all three mechanisms, AP represents the

difference between the fluid and reservoir pressures. This pressure difference needs to be
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constant in order for C to be constant. This is not intuitively true because fluid pressure
changes through time and down the length of the fracture. Usually C is calculated using
an average pressure difference so it remains constant. The three coefficients can be

combined to determine the overall leak-off coefficient’:

1 1 1 1
-—+ A4+
Cc \/C02 (Cv2 CWZ)
C= (2.26)
1 1
Heptes
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Nomenclature

Ac Fracture cross-sectional area

C Overall leak-off coefficient

Ce Compressibility of reservoir leak-off coefficient
Cv Invaded zone leak-off coefficient
Cw Wall-building coefficient

E Young’s modulus

G Shear modulus

h Fracture height

k Permeability

K Fluid consistency index

Ki Stress intensity factor

Kic Critical stress intensity factor

L Fracture half length

Lo Dimensionless length

Mw Wall-building factor

n Power law Index

P Pressure

qinj Injection rate per unit height

gx Fluid rate per unit height, x —direction
qz Fluid rate per unit height, vertical direction
qi Fluid loss rate per unit length

t Time

to Dimensionless time

w Fluid loss velocity

w Fracture width

WD Dimensionless width

Wmax Maximum fracture width

X Horizontal coordinate

z Vertical coordinate

Greek Symbols

AP Pressure difference, fracture and reservoir
dQx Un-perforated edges of fracture
dQp Perforated edge of fracture

KR Compressibility of reservoir, 1/psi
p Density, slurry

pt Density, fluid

u Fluid viscosity

LR Viscosity of reservoir fluid

c Stress

0 Porosity

T Fracture opening time

% Poisson’s ratio

Q Fracture flow domain

The University of Texas at Austin



DOE Final Report 2006-2009 19

References

1. Friehauf, K.E. and Sharma, M.M. 2008. A New Compositional Model for Hydraulic
Fracturing With Energized Fluids. Paper SPE 115750 presented at the 2008 SPE
Annual Technical Conference and Exhibition held in Denver, CO, 21-24 September.

2. Nordgren, R.P. 1972. Propagation of a Vertical Hydraulic Fracture. Society of
Petroleum Engineers Journal, August: 306-314.

3. Yew, C.H. 1997. Mechanics of Hydraulic Fracturing. Gulf Pub Co.

4. Nolte, K.G, Mack, M.G. and Lie, W.L. 1993. A Systematic Method for Applying
Fracturing Pressure Decline. Paper SPE 25845 presented at the SPE Rocky Mountain
Regional Low Permeability Symposium, Denver, Colorado, 12-14 April.

5. Schechter, R.S. 1992 .0il Well Stimulation.Englewood Cliffs, N. Jersey:Prentice Hall.

The University of Texas at Austin



DOE Final Report 2006-2009 20

30
12 = —
B LARGE FLUID LODSS -
B {LARGE ty APPROXIMATION .
08 -

I"rt
Lyltg) 20 637 1

1
i

® NO FLUID LOSS
(SMALL Y, =

PPRONIMATION }

MUMERICAL

i’l
pitple 132 1,*
0o%

LBl I'I"I"l"l'-

a0 L ool 1 oo a1l ] L1
0.0 .0 @l o5 o 50

Figure 2.2. Nordgren’s® results of dimensionless length versus dimensionless time for his
fracture propagation model.
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Figure 2.3. Nordgren’s’ results of dimensionless width versus dimensionless time for his
fracture propagation model.
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CHAPTER 3: FORMULATION OF ENERGIZED FRACTURE
PROPAGATION MODEL

This chapter discusses the theories and equations that make up the fracture
propagation model for energized fluids (EFRAC). The discussion is split into nine
sections. The first seven of these cover the topics of fracture mechanics, component
balances, proppant transport, overall mass balances, energy balances, phase behavior, and
wellbore equations. Each section lists the assumptions and their justification as well as
the limitations of the model. The model equations are coupled together in a modular
fashion to create the complete model. The eighth section covers multiple fractures, and
the last section draws connections between topics and describes the numerical methods

used to solve the equations.

All equations were derived to be as general as possible. There are no specific
assumptions that limit the fluid behavior. For example, the equations for a general
number of components (NC) and fluid phases (NP) are shown. This way, the user is not
limited regarding the choice of fluid. However, some assumptions are still needed in
order to create an efficient and complete model. These assumptions are justified in their

respective sections.

New theories are distinguished from those which have been established in the
past. The ideas behind the component balance, energy balance, and phase behavior have
never been applied to a fracture model, but there are several analogies that can be made
to the world of compositional reservoir simulators. The ideas in the fracture mechanics,

proppant transport, and wellbore model have been used in preceding fracture models.
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3.1 Fracture Mechanics

In our model, it is assumed that the fractures are contained (constant height) and
follow the shape prescribed by the Perkins-Kern and Nordgren (or PKN) fracture model®.
The PKN geometry assumes that fractures are vertically oriented and are of a constant
height. Vertically oriented fractures occur in formations where the overburden (vertical)
stress is larger than in any other directions, making it easier for the fluid to part the rock,
rather than lift it. Constant height fractures occur when the stress contrast between the
sand and the bounding geologic layers is high. For example, in tight gas sands, overlying
and underlying shale layers have high stress and maintain the fracture height in the

sandstone layer.

All equations are solved in a rectangular domain, shown in Figure 3.1. The
fracture width (in the third dimension) is included by mapping it on the 2D domain. In
the PKN geometry, the cross-section of the fracture is elliptical. The width at each

location is calculated by:

W[x,z]:(lév)(h2—4zz)”2(P[x]—a) —g<z<g (3.1)

The pressure in Equation 3.1 is one-dimensional and varies only in the x direction. In the
model presented here, the pressure varies not only in the x direction, but in the z direction
as well (2D). To calculate the fracture width, the fluid pressure in the fracture is
averaged vertically (z direction), giving a pseudo one-dimensional pressure profile that

can be used in Equation 3.1:
Numj Numj

Equation 3.2 gives the definition of the parameter, B, which is the proportionality

constant between the fracture width and the average vertical net pressure.

The fracture grows in length by a macroscopic mass balance on the fluid. The

macroscopic balance tracks the mass of fluid pumped, leaked-off, and currently existing
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in the fracture. Calculating the fracture length in this way is simple but does not include

additional mechanical resistance to fracture growth at the tip.

3.2 Component Mass Conservation Equations

The mass of each component pumped into the fracture must be conserved;
therefore, a component mass balance is derived. The mass balance of each component, 1,
is shown in Equation 3.3. There are NC number of components and therefore NC
number of component balance equations. NP is the number of fluid phases. The solid
phase (proppant) is not included as a phase or component. Proppant transport is covered

by a separate mass balance, shown in the next section.

dw(1-0)2.S;p;%;1 d[1-0)2.0,;0;%]
j=1 j=1

dt " d
X
t (3.3)
d[(l_c)zqz,jpjxij] )
+ i1 + S pxC. =0
dz \/t_z_jz_l: iPi%i~i

Equation 3.3 includes no diffusive fluxes because it is assumed that convection
dominates the process. The (1-c) in the terms of Equation 3.3 accounts for the space that
is occupied by the proppant. Each of the variables is described in the nomenclature

section.

The fourth term on the left-hand side of Equation 3.3 represents the mass lost
because of fluid leak-off. Leak-off occurs perpendicular to the fracture face and is
determined by the leak-off coefficient’, C. Multi-phase leak-off is defined in the same
way, with the leak-off coefficient defined for each phase, C;. The inverse of the square
root of time dependence for leak-off is associated with the wall-building characteristics of

fracturing fluids.

We assume that the multi-phase leak-off is proportional to the phase saturation,

S;. This idea is not discussed in the traditional fluid leak-off literature because it does not
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include multiple phases. As a result, the leak-off coefficient for phase j, C;, represents the
leak-off if the saturation of that given phase is one. As the saturation goes down, the
leak-off decreases because the wall of the fracture is exposed to less of that phase.

Clearly the leak-off will go to zero when the saturation goes to zero.

The definition of the overall mass fraction of component 1i is:

NP
JZ;SJ'OJ X
Z,=—p— (3.4)
ZSjpj
i=1

Equation 3.3 is altered so that z;, the overall mass fraction, is the dependant variable.

dizw(1-0)) S;p;] dl(1-0)Y 0 ;%]
j=1 j=1

dt " d
X
L (3.5)
d[(l_c)zqz,jpjxij] ) e
+ i1 + S pxC. =0
dz \/t—Z'; iRk~

Z; =7, on 00,

q=00n0Q; &0Q,

The boundary conditions for the component mass conservation equations are
shown in Equation 3.5. The upper and lower boundaries are no-flow boundaries. This
condition is true for all equations pertaining to the flow inside the fracture. On the inlet
edge of the fracture, composition of the fluid is known and constant during each stage of
pumping.

Fluid additives such as foamer and breaker are assumed to partition into the fluid
phases, but do not adsorb on the proppant or reservoir rock. Additives are generally not
considered as a component. In cases where this assumption does not hold, the additive in

question can become a traceable component by adding it to NC and taking the proper

measures in evaluating its phase behavior.
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3.3 Proppant Transport Equations

The proppant does not participate in phase behavior and may travel at a different
velocity than the fluid phases because of gravity, wall, and concentration effects. As a
result, proppant is tracked with a separate transport equation. Equation 3.6 shows the
proppant transport equation based on the conservation of mass of solid. The UTFRAC-

3D model discussed in Chapter 2 solves a similar equation.

Appwel ALp,0,KC] L 9pp(Q, ~ViaWiel

=0 3.6
OX oz (3:6)

C=C;, on0Q,
q=00n0Q, &0,

Vet is the settling velocity of the proppant. Vs is calculated by Stokes Law and is
corrected for inertial effects, proppant concentration, and fracture walls. Experiments
show” that high proppant concentrations and small fracture widths retard the horizontal
movement of the proppant. The parameter ke is a horizontal retardation factor,
calculated by experimental correlations. The parameter corrects for the fact that the
proppant may not be traveling at the same velocity as the fluid. The next two sections list

the correction factors for proppant transport.

3.3.1 PROPPANT SETTLING
In addition to the velocity of the fluid, the proppant will experience an additional

velocity in the direction of gravity because of the gravitational body force felt by the
proppant particles. As a first approximation, the settling velocity is calculated using

Stoke’s Law.

(p, —p)9d,
Vstokes = : 18;1 : (37)

Stoke’s law is applicable to low Reynolds number flows in an unbounded fluid (no walls
or additional spheres). We correct the settling velocity of the fluid by three correction

factors.

e Inertial effects
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e Effect of proppant concentration
e Effect of fracture walls
Each correction factor is applied to the Stoke’s velocity. Equations 3.8-3.10 are

correction factors for the inertial, proppant concentration, and fracture walls,

respectively”.
0.3736 1"
f (Rep) = 0.29 lu 0.29 40.86 (38)
pf (pp - pf ) d p
f(c)=-5.9¢’ +8.8¢c’ —4.8c+1 (3.9)
d p ’ d p
f(W)=0.563] =2 | —1.563| -2 |+1 (3.10)
w w

As Equation 3.11 shows, the correction factors are multiplicative and assumed to be
independent of each other.

VSE’[ :Vstokes f (Rep) f (C) f (W) (31 1)

3.3.2 PROPPANT RETARDATION
While the settling velocity corrects for the proppant transport in the vertical

direction, proppant particles also experience similar effects in the horizontal direction.
Two effects have been studied in regard to proppant retardation®: 1) effect of

fracture walls and 2) effect of proppant concentration. Results from the fracture wall

study are shown in Equation 3.12. The effect of proppant concentration is evaluated by

calculating an effective fracture width, and using the new width (Equation 3.13) in

dp dp ’
kret:1+ W -2.02 W 3.12)

1 1

—=1411] ———|c"® (3.13)
2 2
(dp w

Equation 3.12.
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3.4 Overall Mass Balance (Pressure Equation)

The previous two sections covered mass balances on all fluid components and
proppant respectively. The sum of all the balances is converted into an overall mass
balance equation. The overall mass balance is combined with the flow equations in the
given geometry. An equation with the pressure as the dependant variable is the outcome.

This section shows the derivation of this equation.

Summing all component mass balances and adding the proppant mass balance

results in the equation shown below.

NC NP NC NP
diw(X, D> (1-0)S;p%; +p,0)]  d[(X Dy ;(1=C)p;X; +p,0)]
i=l j=I n i=1 j=1
NC NP & ax (3.14)

A0, (=09 +p0] ¢
i=l j=l1 S ) C :O
dZ +\/t_TZZ J'OJXIJ ]

i=l j=I

+

Equation 3.15 shows definitions of the proppant corrected density, p;, and Equation 3.16

shows the definition of the fractional flow of each phase, F.
p; =p;1-c)+p,C (3.15)

qx,j = quj (316)

Also note that the sum of all compositions, xij, in each phase is equal to one. Equation

3.14 is simplified to:

diw(XS;p)1  dla, (X Fip)]
j=1 j=1

d T
L X (3.17)
d[qz(z Fjpj*)] 2 NP
+ i1 + S pC.=0
dz \/t—r; iPi%j

Next, the fluid flow term, q, is expanded. It is assumed that flow inside the

fracture is laminar, and the fluid behaves with power law rheology. The presence of two
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or more phases in the fracture can alter the flow behavior. This is because 1) each phase
can have different power law parameters, and 2) a single phase does not occupy the entire

width. The previously mentioned assumptions lead to:

2nj+l

1
mo N T w ndP
i ==5" o ‘HK,- ' [(—) ( Z) o (3.18)
|
2 n;

Where qx; is the flowrate per unit height of each phase including proppant (flowrate of
both the fluid and solid phases, not just the fluid phases). For single-phase fluids,

Equation 3.18 reverts to the form used in traditional hydraulic fracture models":

2n+1

n Swon dp , =" dP
ay =— i (—) ( ) ]2” — (3.19)
2n+1 o

If the fluid is Newtonian (n = 1), Equation 3.19 is equivalent to flow in a slot with narrow
width®:

w dP
=— — 3.20
0y 12 dx (3.20)

Equations 3.18-3.20 show the difference between flow equations for the three
different models discussed. Each relates the flow per unit height of the slurry to the
width, rheology, and pressure gradient applied. Equation 3.20 assumes Newtonian
viscosity. Equation 3.19 introduces power law rheology. Finally, Equation 3.18
represents both multiple-phase flow and power law rheology. The parameters n, K, and
m all have j subscripts in Equation 3.18, meaning that each phase can have a different
value. This allows each phase to flow at different rates because of different rheology or

saturation.

The power law values of n and K are known functions of polymer loading,

temperature, proppant concentration, pH, shear history, surfactant conditions, and other

6-14

factors” ". This list is greatly extended for foams. However, Equation 3.18 still holds

The University of Texas at Austin



DOE Final Report 2006-2009 30

because it is generally written for local or nodal values of n and K. As a result, any a
priori model that describes changes in n and K can easily be incorporated into the

fracture model.

Let’s take foam for example; experiments involving foam showed that the
continuous liquid phase and the bubbles of gas traveled at the same rate®'' (no slippage
between phases). Therefore, we model all n;’s and Kj’s as equal to each other and m;’s
equal to one. The same references™'' report n and K values changing with different
temperatures and foam qualities. At each node, the value of n and K is updated based on
changes in those properties but n and K have the same value for each phase. Because the
flow equations are for the slurry and not just the fluid phases, it is appropriate that n and

K can change with proppant concentration too.

The parameter A can be defined for each phase or for the slurry so that:

P S"wW dp
qx,j: P T T J . (3-21)
dX 124 ; dX
3 Np g M
q, = AP _ W i dP (3.22)

Similar equations can be written for the vertical direction. The term Fj, the fraction of the
overall flowrate that is of the jth phase, is also defined in terms of another parameter, A,

shown in Equation 3.23.

F=il-=-1 (3.23)

Equations 3.2 and 3.22 are plugged into the overall mass balance (Equation 3.17)
to get a form of the overall mass balance where the pressure is the dependant variable

(Equation 3.24). This is the form of the equation that is solved in the model. Note that

pressure gradients and the net pressure gradients are equivalent because P** = P-c.
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*net O * = * dP
d[P™B(Q.S;p)]1 dI(Q Fip; AL
i=! 4l

dt o (3.24)
(ZFJ Pj ) o )
+ S pC. =0
dz \/t—r ; iPivi
=0 on o,
g, =0 on 0Q2,
P=0c onoQ

It is important to take note of the boundary conditions in Equation 3.24. The upper and
lower boundaries are no-flow boundaries, similar to the component mass balance. The
right and left boundaries are different. The inlet edge of the fracture has a known
injection rate. The far edge is set to a net pressure of zero or a pressure equal to the

stress. The fracture width will also be zero at the tip.

3.5 Energy Conservation Equations

The following equation is the energy balance formulated for a multi-phase fluid in

the fracture:

d((Q_C’,;S)wWT) d(TZC ) d(TZC 32.5)
j=1

dt T T
X z
" (3.25)
ZZCMPJSJ‘CJT
- = Qcon
N ’
T =T, onoQ,

q=00n0Q, &0,
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Equation 3.25 was derived assuming kinetic energy and Joule-Thompson effects are

negligible. C*p,j is the proppant corrected heat capacity of phase j shown by:

C,;=0-0C,;p;+cC (3.26)

p,proppp

Qcond 18 the heat conduction from the reservoir to the fracturing fluid. The amount

of heat conducted is derived from a transient energy balance on the reservoir".

K. p.C
Quy =2, /%(TR _T) (3.27)

Equation 3.27 does not take the effect of leak-off into account. Meyer' identified two
correction factors that reduced the heat conduction due to fluid leak-off, which he calls
“heat blockage.” He applied them to one-dimensional energy balances. We use these

correction factors in the same way in the equation:

B Kz P:Cpr
Qeong =2 T(TR -Ty(C)®(C) (3.28)

W(C) corrects for cooling of the reservoir because of fluid leak-off. ®(C) corrects for the

thermal resistance of the fluid that has leaked-off. Each value is defined as follows:

w(C) = exp(-A*) — [z Aerfc(A) (3.29)
C (PCp)y o
A= Lan 3.30
2\/6¥—R (PCP)r Py (30
®(C) =7 Bexp(B)erfc(B) (3.31)
p=bolot/t (3.32)
w/w_
Nuk, /et
= N R (3.33)
WK, ¥ (1)
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3.6 Phase Behavior Equations

An equation of state (EOS) is used to predict the phase behavior of the fluid. We
assume that all phases are in phase equilibrium at all times. The equation of state
calculates the compressibility factor and, therefore, the density of each phase. An EOS
also updates the saturation and weight fractions of each phase. Any EOS can be used
with the model; however, the results presented in this study are for the Peng-Robinson
EOS'. A simpler method is to solve the Ratchford-Rice equation for known equilibrium
(Keq) values. The equations are discussed here because they constitute a number of

independent equations that have to be satisfied if phase equilibrium is assumed.

3.6.1 PENG-ROBINSON EOS
Equation 3.34 is the Peng-Robinson equation of state.

p. T al) (3.34)
V-b V(V—-b)+b(V -b)
_ o @(RT)?

a(T) _Qa PC
b-q, Rl

R
O, =0.45724
O, =0.07780

T
a—[1+m(1—\/%)]

m = 0.37464 +1.542260 - 0.269920°

For multiple components:

Nc Nc

a=> > xX./aa (1-BIP,) (3.35)
ik

b=>'%b (3.36)
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In terms of the compressibility factor, Z, Peng-Robinson becomes:

7} —(1-B)Z2+(A—3B2-2B)Z —(AB—B*-B*)=0
__aP (3.37)
(RT)
g PP
RT

The fugacity coefficient for component i is:

In g :%(z ~1)-In(Z - B)
(3.38)

2Z°_ b‘)ln(z +(1+J§)B)

A
2ﬁB(a = b z+(1-42)B

A requirement for phase equilibrium is equal fugacity of each component in each phase,
therefore, Equation 3.38 represents NC*(NP-1) number of equations that must be
satisfied to use the PREOS.

The Peng-Robinson EOS sometimes shows errors in the estimations of molar

volume. To correct this, the volume shift parameter can be used:
_ _, X
V=V'-3t.X (3.39)

The star in Equation 3.39 represents the molar volume predicted using the EOS.

Peng-Robinson subroutines have been associated with compositional reservoir
simulators for years. It is not necessary to write an original piece of code when the
subroutines are available from that field of study. The model presented here uses a

17-19

subroutine written by Ryosuke Okuno " of the University of Texas instead of code

written by this author.

3.6.2 KNOWN EQUILIBRIUM VALUES
Solubility of two phase multi-component systems is estimated by Henry’s Law

constants as an alternative to the Peng-Robinson equation of state. Henry’s law constants
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are specified for each component. Equation 3.40 shows the relationship between Henry’s

Law constants, Hi, and Keg,i.
Keq’i =y, /X =H,/P (3.40)

The Ratchford-Rice equation (Equation 3.41) can estimate the phase split, Fv, from the

known K values.

o LK =)

— =0 .
Zi“1+ F(Kyi =D ©41)

3.7 Wellbore Model

In fracturing, it is difficult to know the conditions at the bottom of the well
because most measurements are done at the surface. Down-hole measurements are
usually not conducted due to cost constraints. Most of the time, calculations are done to
relate the surface and bottom-hole properties of the fluid. For example, a fluid’s
temperature is measured at the surface, before the fluid flows down the well, but this
temperature may change by the time the fluid enters the fracture. Also, pressure changes
in the wellbore because of the weight of the fluid in the wellbore and because of friction
against the pipe walls. This following section describes the theories and equations behind

the pressure and temperature variations in the wellbore.

3.7.1 TEMPERATURE VARIATION IN THE WELLBORE
The fracturing fluid temperature usually increases when it is pumped down the

wellbore. The heat transfer is amplified when the temperature difference between the
fluid and the earth is large. This condition occurs with energized fluids that are pumped

at temperatures up to 90° F colder than traditional fluids.
An energy balance on the fluid in the wellbore can be written as™:

dT,
4z =—Le(T; = Ty) (3.42)
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We assume that kinetic energy (dv/dz) and Joule-Thompson effects are negligible.
Equation 3.42 implies that driving force between the fluid and earth temperature is the
main and only contributor to temperature increase of the fluid in the wellbore. Tei is the

temperature of the earth as a function of depth:
T =T+ 0952 (3.43)

Where Tes is the earth’s surface temperature and gc is the geothermal gradient (F/ft).

Equation 3.42 is solved for the fluid temperature, T, as a function of depth, z, so that

T =Tei(2>+ﬁ—‘3(e*f*z —D+ (T —T)e (3.44)
R
The parameter Lr in Equation 3.42 is a type of overall heat transfer coefficient. It
depends on the thermal properties of the wellbore and formation. For simplicity, Lr is

assumed constant. Lr can be estimated as®

LR — 2*72.. ( rtOUtoKR ) (345)
C pm KR + rtOUtOTD

Where Tb is the dimensionless temperature and is correlated with dimensionless time to.

Ty =In(e ™ +(1.5-.3719e ) /t,) (3.46)

tD = Ltz (347)
peCp,R ow

Uw is a heat transfer coefficient involving all thermal resistances through a common

completion. A common completion includes the thermal resistances of

1) Convection inside the tubing
2) Conduction through the tubing
3) Conduction through insulation outside the tubing

4) Natural convection through the annulus
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5) Conduction through the casing
6) Conduction through the cement

If any part of the completion does not exist in a particular case, the thermal resistance of
that part can be set to zero. The following equation shows how all the thermal resistances

can be combined into the term Uo:

1 1 1 1 1
— =D, ( + + +
U to Dti ht 2 ln( Dto / Dti )kt 2 ln( Dins / Dto )kins Dins hc
| . (3.48)
+ + )
2 11’1( Dcaso / Dcasi )kcas 2 11’1( ow / Dcaso )kcem

The heat transfer coefficients for the natural convection in the annulus, he, and convection

inside the tubing, h:, are calculated from correlations.

3.7.2 PRESSURE DROP IN THE WELLBORE
We assume there are two mechanisms for pressure change in the wellbore: 1)

hydrostatic head caused by the weight of the fluid above it, and 2) the frictional pressure
drop. All others are assumed negligible. The pressure gain by the hydrostatic head per
unit of length is simply the density of the fluid multiplied by the gravitational constant.
The frictional pressure drop is calculated using friction factors from correlations.
Usually, the flowrates, viscosities, and tubing diameters used in fracturing results in
turbulent flow. The following equation shows a common correlation for the friction

factor for turbulent flow?*':

2.185 e 145
In(.269 —+—2)]} 3.49
(269 2+ =)} (3.49)

ti

f = {—1.7371n[.269Di—

. Re

This correlation predicts unreasonably large pressure drops. Fracturing fluids usually
contain high molecular weight, friction reducing, polymers which have been known to
dampen the energy dissipation for turbulent flows causing a reduction in friction. The
process is called drag reduction. A new friction factor correlation is used that predicts a

much lower friction factor?!:
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In(f)=28.135+(-29.379 +(8.2405—-0.86227X)X)X (3.50)
X =In(In(Re,,))

The wall Reynolds number, Rew, is used so that the shear thinning of the fluid is taken

into account. The wall Reynolds number is related to the general Reynolds number by

w

Re =(1+3n)Re (3.51)
4n )

With the friction factor known, the pressure gradient can be calculated by

dP__2f,0V2

= 3.52
dz D *rY ( )

ti

The multi-phase aspect of the fluid flow is taken into account by averaging fluid
properties across a vertical section of the wellbore. Flash calculations are done at
intermediate locations in the wellbore. Fluid properties are updated so that changes in

pressure drop and temperature are adjusted for the phase behavior of the fluid.

3.8 Multiple Fractures

The fracture model includes a feature that can calculate fracture dimensions for
multiple fractures when multiple sets of perforations are open during one pumping
schedule. The challenge of modeling this is to determine the fraction of the total flowrate
that enters each set of perforations. To determine this fraction, the fracture model works
in connection with the wellbore model in order to maintain consistent pressures in the
wellbore. In a given time step, the flow is arbitrarily divided into each open fracture and
the bottom-hole pressure is calculated. If the calculated pressures are not consistent, the

flowrate is redistributed until convergence of pressure is achieved.
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3.9 Model Design and Numerical Methods

The model is built in a modular fashion so that each element of the model can be

easily updated or improved. There are five primary modules:
e Wellbore model that correlates the surface and bottom-hole conditions.
e Coupling of fluid pressure balances with fracture mechanics.

e Compositional balance that computes fluid composition, including proppant

concentration
e Energy balance that computes temperature.

e Phase behavior

The equations above form a set of non-linear partial differential equations that are
solved numerically. There are NC*NP + 3NP + 4 equations and unknowns at each nodal
location inside the fracture. Table 3.1 outlines each unknown variable. Table 3.2

outlines the number of equations.

A central finite differencing scheme is used to solve the conservation equations
for net pressure, composition, temperature, and proppant concentration. In a given time
step, the pressure equation is solved implicitly first. The new pressures are used to
update the fluid flow rates in the other conservation equations, which are solved for
explicitly. After all equations are satisfied, phase behavior calculations are made in order
to estimate the volume fraction and properties of each phase. Fluid properties, including
rheological properties, are then updated. Figure 3.2 shows a flowchart of these ideas.
The information loop shown in Figure 3.2 is repeated for every time step. The modules
for equation of state, leak-off, and rheology can easily be upgraded without redoing the
rest of the code. In Figure 3.2, i and j represent the nodal numbering in the horizontal
and vertical direction respectively; capital “I” refers to the component, k, the phase, and

n, the time step. The full list of finite difference equations is shown in Appendix A.

The equations shown in this chapter are compiled together into an executable

program. The program is used to acquire the conclusions that are given in the following
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chapters. Also, a user interface was created for future researchers to use. The full model,

with user interface, is referred to as EFRAC.

Nomenclature

* Bar over value represent molar value

a,b,A,B Peng-Robinsion Coefficients

A Parameter relating flowrate per unit height to pressure gradient

B Parameter relating net fluid pressure to fracture width

BIP Binary interaction parameter

c Proppant concentration (vol/vol)

Cin Proppant concentration (inlet)

C Overall leak-off coefficient

Gj Phase leak-off coefficient

Co Heat capacity

Coi Phase heat capacity (without proppant)

Co’ Proppant corrected phase heat capacity

Con Heat capacity of leaked-off fluid

Cop.prop Heat capacity of proppant

Cor Heat capacity, reservoir

Cusi Volume shift parameter™

dp Proppant diameter

D Diameter, subscripts: wb = wellbore, caso = casing, outside, casi = casing, inside, ins =
insulation, cem = cement, to = tubing, outside, ti = tubing, inside

E Young’s modulus

f Friction factor

Fj Fractional flow of each phase

Fv Molar fraction of “gas” phase*

g Gravitation constant

G Shear modulus

g6 Geothermal gradient

h Fracture height

hc Convective heat transfer coefficient, natural convection in annulus

ht Convective heat transfer coefficient, tubing

Hi Henry’s law constant

K Fluid consistency index

Keas Thermal conductivity, casing

keem Thermal conductivity, cement

ke Thermal conductivity, fluid

Kins Thermal conductivity, insulation

ke Thermal conductivity, tubing

Kegi Component K factor, phase behavior = yi/xi

Kr Thermal conductivity, reservoir

Kret Proppant retardation factor

L Fracture half length

Lr Heat transfer in wellbore coefficient

m(dot) Mass flowrate

m; Exponent of multi-phase flow

n Power law Index

NC Number of components

NP Number of phases

Nu Nusselt number
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Numj
P
Pt
P.

(inj

qx

gz
Qcond
R

Re
Rew
Tto
TI'wb

S;

Zi,inj

Greek Symbols
OR

r

dQr

dQo

dQy

pr
pn
Pj
Pj
PR

Number of nodes in vertical (z) direction
Pressure

Average vertical net pressure

Critical pressure

Injection rate per unit height

Fluid flowrate, x —direction

Fluid flowrate, vertical direction

Heat conducted into fracture

Gas constant

Reynolds number

Wall Reynolds number

Outside tubing radius

Wellbore radius

Phase saturation

Time

Dimensionless time

Temperature

Critical temperature

Temperature of fluid in wellbore
Temperature of earth

Temperature of earth, surface
Temperature (inlet)

Dimensionless temperature

Reservoir temperature

Overall heat transfer coefficient
Velocity of fluid

Volume*

Stoke’s proppant settling velocity
Proppant settling velocity

Fracture width

Corrected fracture width for proppant concentration (kret calculations)
Horizontal coordinate

Fraction of component in liquid phase*
Fraction of component i in phase j
Fraction of component i in “gas” phase*
Vertical coordinate

Overall fraction of component i*
Overall fraction of component, i* (inlet)
Compressibility factor

Thermal diffusivity, reservoir

Quality

Un-perforated edges of fracture

Tip of fracture (edge that grows)

Perforated edge of fracture

Roughness of pipe

Density, slurry (with proppant; mass of fluid plus proppant / total volume)
Density, fluid

Density, leaked-off fluid

Density, phase (without proppant; mass of fluid phase / volume of fluid phase)
Proppant corrected phase density

Density, reservior
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Pr Density, proppant

1) Fluid viscosity

et Power law fluid effective viscosity

LR Viscosity of reservoir fluid

c Stress

O; Fugacity coefficient

[ Heat blockage correction factor for thermal resistance of leaked-off fluid
b4 Heat blockage correction factor for cooling of reservoir by leak-off

T Fracture opening time

% Poisson’s ratio

) Accentric factor

Q Fracture flow domain
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Table 3.1. Number and description of unknown variables at each node location.

Unknowns Number of independent variables

F;j NP

pi NP

Xij NC*NP

S NP

P 1

w 1

c 1

T 1

Total 3*NP+NC*NP+4

Table 3.2. Number and description of independent equations.

Equation Number of independent equations
Component Balances NC
Equal Fugacity NC*(NP-1)
EOS NP
>xij=1 NP
¥Si=1 1
Multi-phase flow NP
Fracture Mechanics 1
Proppant Transport 1
Energy Balance 1
Total 3*NP+NC*NP+4
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Figure 3.1. Drawing of the domain where equations are solved.
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Figure 3.2. Flowchart for energized fracturing model (EFRAC).
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Pressure equation:

1y

2)

3)

4)
5)
6)

7

Update rheology
K@, J)
nd, j)

Calculate intermediate nodal values, A and B.

Assemble Pressure matrix and RHS vector:
[AK|{P"'}={F}

Prescribe boundary conditions
P™™ (i, Numj) =0
Solve system of equations for pressure

Pr‘l+1
Update width with new pressure

n-+1

w
Update intermediate nodal values, effectively updating fluxes with new pressure

n+1 n+1 n+1
A ) qx 9 qz

@)

Proppant Transport:
1) Check to see if proppant has entered the fracture
2) Calculate settling velocity
Vset
3) Calculate proppant retardation
kret
4) Explicitly solve for proppant concentration
Cn+l

@)

Energy Balance:

1)

2)

Calculate Heat blockage
v, P
Explicitly Solve for Temperature
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T n+1

3) Check that temperature doesn’t go above reservoir temp or below lowest injected
temperature

O

Component Balance:

1) Explicitly solve for overall composition of each component
7 n+l1
|
2) Normalize overall compositions

&)

Phase Behavior:

1) Covert mass fraction to mol fraction
2) Perform Flash calculation (using K-values or Peng-Robinson)
3) Convert mol fractions back to mass

X" (0, ) = EOS[z,"" (i, ), T™"(i, ), P™" (i, )]
4) Update phase density

P, 1) =EOS[z," (i, ), T (0, ), P"" (i, )]
5) Update phase saturation

S"(i, ) =EOS[z,""(i, ), T""(i, ), P"™"(i, )]

()

Lengthen Fracture:

1) Calculate un-accounted for mass of fluid by macroscopic mass balance
2) Calculate volume that mass occupies at fracture tip

3) Determine if un-accounted for volume is enough to propagate fracture
4) If so, increase the fracture length and update nodal values at tip
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CHAPTER 4: BEHAVIOR OF ENERGIZED FLUIDS

The fracture propagation model presented in Chapter 3 requires certain properties
of the fracturing fluid to be known as input to the model. Either a Newtonian viscosity or
power law parameters (n and K) are specified that change the shape of the fracture.
Phase behavior is another such important property. For non-energized fluids, the phase
behavior is simple because it is always assumed that the fracturing fluid is single-phase
and incompressible. With energized fluids we have to ask the questions: How many
phases will there be? What is the composition of each phase? Leak-off is a third
important parameter that needs to be specified. The leak-off coefficient is usually
specified or calculated using reservoir properties. This chapter discusses these properties

for some commonly used energized fluids.

Like all fluids, the properties of an energized fracturing fluid depend on the
composition of the fluid and the range of conditions under which the fluid is applied.
Common energized fluids add CO: or N2 to a traditional water-based fluid. This
chapter’s main focus will be on these fluid systems because they are used most often and
because their rheology has been studied to a great extent. Methanol is another possible
component. This chapter discusses the behavior of fluid systems of carbon dioxide,

water, and methanol as well.

In some instances, the properties of the fluid alone will be able to show the
effectiveness of energized fluids. However, in most instances, the information in this
chapter needs to be coupled with the fracture propagation model in order to get a
complete picture of fracture performance. Changes in temperature, pressure, and
composition create changes in phase behavior, which in turn affects the rheology and/or
leak-off behavior of the fluid, which has a large influence on fracture dimensions. Also,

the relationship between the fluids lost and the formation will play a role in whether
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damage around the fracture can occur. These effects coupled together will allow a

complete description of fracture performance.

4.1 Mixture Properties of CO2-H20

Carbon dioxide’s properties make it an ideal candidate as a gas additive. It is
miscible with the methane gas being produced and it is soluble in an aqueous phase to
some degree. The specific gravity can range from 0.8 to above 1 at fracturing pressure,
which makes it suitable to reduce surface pressures because of the increased weight of the
fluid in the well. Even though it causes damage, water is still used so that the various
chemical additives can be used to increase the viscosity the fluid. Because CO: is only
slightly soluble in water, it will usually form a second fluid phase. The degree of
solubility and the compressibility of each of the phases are shown in Section 4.1.1.
Multi-phase fluid properties must be taken into account, including their effect on the
rheology of the system, as discussed in Section 4.1.2. Later sections show the

comparison between CO2-H20 mixtures and N2-H20, and CO>-MeOH-H20 mixtures.

4.1.1 PHASE BEHAVIOR OF CO2-H20 MIXTURES
Before any specific energized fracturing cases can be studied, it is important that

the phase behavior of the fluid be accurately accounted for. For example, a benefit of
energized fluids is that the aqueous phase has a high solubility of gas at high pressures.
The gas comes out of solution when the pressure drops during production. The released
gas reduces the damage by increasing the gas relative permeability. Without an accurate

calculation of the solubility, this effect cannot be quantified.

For this study, the binary system of CO, and H,O was evaluated by the Peng-
Robinson EOS (PREOS). Refer to Chapter 3, Section 3.6 for further information. This
requires tuned binary interaction coefficients to match measured data (see Equation 3.35).
Measured data for this binary system is available'~. Figure 4.1 compares the predicted
solubility of CO, in H,O to the measured values. Good agreement with the PREOS is

achieved with the following binary interaction parameter:
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BIP, o_co, =—0.0936+0.000486(T[* F]~113) (4.1)

Solubility is just one aspect of phase behavior. It is also important that the phase
behavior model be able to predict phase changes and phase compressibility. A phase
diagram for the CO,-H,O system is shown in Figure 4.2. Figure 4.2 includes three
curves. The first two are vapor-liquid equilibrium (VLE) lines of a 50/50 mol mixture of
the two components, and of pure CO,. The third curve is a possible path that a fracturing

fluid could traverse during fracturing.

Consider a situation where CO, is pumped without water. Two-phase CO, (gas
and liquid) will only coexist on the VLE line. The fracturing curve does not cross this
line at any point. This means that when pure CO; is pumped, it will never go through a
phase change where it goes from a liquid to a gas. However, this doesn’t mean the fluid
will not experience drastic changes in properties with changes in pressure and
temperature (CO, will expand with higher temperature or lower pressures). Please take
note that the fracturing pressures exceed the critical point of CO, very easily. The critical
temperature is exceeded when the fluid is heated to reservoir conditions. We call the CO,

component and the phase rich in CO; a “gas” even though critical conditions are reached.

Now consider a situation where a 50 mol% CO, and 50 mol% H,O is pumped.
The VLE curve is an envelope instead of a line because it is two components. The VLE
curve for the 50/50 mixture is only one edge of the envelope. The other boundary is
outside the domain of the figure. At all times, the fracturing curve is to the left of the
VLE curve, inside the phase envelope, and in the two phase region. Under all fracturing
conditions there will be two fluid phases present, a CO, rich phase, referred to as the
“gas” phase, and the H,O rich phase, referred to as the aqueous or liquid phase. Again,

each phase is altered by changes in pressure and temperature.

Figure 4.3 shows a comparison between liquid phase density predicted by PREOS
and experimental data’. The figure shows good agreement. The density varies by less
than 0.1 1b/ft’ in the temperature range shown, confirming that the liquid phase remains
incompressible. The volume shift parameters (Equation 3.39) used to reach agreement

between predicted and experimental data is shown in Equation 4.2.
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C o 0l ft*/Ib-mol] = 0.0303+.000184T[° F ]

4.2)
Cos.co, [ft'/Ib-mol] = 0.01054

4.1.2 RHEOLOGY OF CO:2-H20 MIXTURES
High viscosity fluids are used in hydraulic fracturing to increase bottom-hole

pressure creating large enough fracture widths so that proppant may enter. The viscosity
also supports the proppant so it doesn’t settle too quickly under gravity as it is transported
along the fracture. If the viscosity is too low, the proppant will bridge across the fracture
causing an unwanted screen-out or settle to the bottom of the fracture causing inadequate
vertical coverage. If the viscosity is too high the fracture lengths will be shorter, and the

fracture will be wider and taller (depending on stress contrast).

Traditional fluids use soluble polymers in water to create viscosity. To increase
the viscosity and achieve visco-elasticity, a chemical cross-linker is added that bonds
strands of polymer together. The polymer creates shear thinning fluids. It is common
practice to use the traditional un-crosslinked polymers as base fluids when gas

components are added so that the same benefits of viscosity are utilized.

Section 4.1.1 showed that CO:-H:O mixtures form two phases under most
compositions and ranges of fracturing temperature and pressure. The two phases can be
pictured as gas bubbles in a continuous liquid. As more CO:2 is added to the system, the
bubbles interact with each other in different ways, therefore, the volume fraction of the
internal phase becomes an important parameter in the rheological study of these fluids.

The volume fraction of the internal phase in referred to as “quality.”

At high quality, the interactions between bubbles cause energy dissipation
resulting in a higher effective viscosity, a property of foam®. The higher the quality, the
higher the increase in viscosity. The internal phase is stable until very high qualities are
reached (~95%) and the gas becomes the external phase, referred to as a mist. At low
qualities (less than 52%), the interactions are minimal so the fluid viscosity more

resembles one of the base fluids.
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The limit at which the increase in viscosity can be seen is not 52% for all cases’.
Thicker aqueous phase properties and beneficial surfactant conditions reduce the 52%
limit by stabilizing foams at a lower gas fraction; this includes cross-linking the fluid®.
Other parameters such as temperature, pH, crosslink delay, salt concentration in water,

interaction with hydrocarbons, and shear history can cause foam to become unstable’.

The rheology of foam (52 — 95% quality) has been characterized two ways. The
first assumes that the foam is a single-phase fluid and then corrects the value of the power
law parameters n and K for different qualities. The second way, normalizes all qualities
into one parameter called the “volume expansion ratio,” and utilizes one set of n and K

values. This process is called the “Volume Equalized Principle.”

An example of characterizing foams by the first method is done by Reidenbach et
al, 1986%. In the study, correlations for both carbon dioxide and nitrogen foam are
determined for both laminar and turbulent flow regimes. The experiments were done in a
flow-loop using different HPG (hydroxypropyl guar) loadings. The laminar correlation
takes the form of Equation 4.3. The empirical correlation value, Ci, for each HPG

loading is shown in Table 4.1.

K C,T+0.75T?
— =" 43
K 4.3)

0

Valko and Economides’ came up with the “Volume Equivalence Principle” or
VEP. The VEP introduces a new variable called the specific volume expansion ratio. It

is defined as the ratio of specific volumes of foam to the base liquid:

Svep = A (4.4)
P

evep 1s used to normalize all foam qualities. The study also concludes that the Reynolds
number and friction factor with the volume expansion ratio are:

n,,2-n n-1
_ DV psyep
K

Re (4.5)
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2 2+46n
(

Re n

f= )" (4.6)

The concentration of proppant is included in the internal phase quality because it
has similar interactions with the base fluid'®. This is why we use the term internal phase
quality, and not gas fraction. It may be necessary to decrease the gas fraction with
increasing the proppant concentration so that a constant internal phase quality is

achieved.

Both the Reidenbach and Valko studies raise the effective viscosities of the fluid
with increasing quality. However, it has been shown that the increase is only realized for
qualities from 52 — 95%. Figure 4.4 shows a diagram of the effective viscosity (n)

changes with internal phase quality (I') varying from 0 to 100%. Before the 52% limit,
the ratio of viscosity to the base viscosity is near 1 and drops slightly with increasing
internal phase quality. The base viscosity of the gas is lower than that of the liquid,
causing the overall viscosity to drop when more gas is added. Above 52%, the viscosity
increases. The exact values are determined from Equation 4.3 with C; = 1.0, the value
for CO, foams with 40 1b/Mgal HPG loading. Above 95%, the viscosity quickly drops
down to near zero because the foam breaks down and almost all viscosity is lost. Please
take note that multiplying the K value for a power law fluid by a certain value also

increases the effective viscosity () by the same factor.

In addition to the effect of internal phase quality, temperature also plays an
important role on the fluid rheology. The effect of temperature on fracturing foams was
studied by Khade and Shah''. The study includes a correlation that calculates the change
in base rheology at 100 F:

Kﬁ =1-C,(T -100)" 4.7)

(]

Where C, are Cs are correlation values. All fluid viscosities, not just CO,-H,O foams,

are modeled with the same functional form as Equation 4.7.

The University of Texas at Austin



DOE Final Report 2006-2009 55

4.2 Mixture Properties of N2-H20

After carbon dioxide, nitrogen is the most common gas energizer. N> is more
easily available and more inert than CO.. Like CO2, N2 is miscible with methane so its
leak-off won’t damage the formation (like water does). However, N is less soluble in
water than CO2. The specific gravity of the N2 rich phase is more like a pressurized gas
with a maximum at about 0.4. The full details of the phase behavior of this fluid system
are described in Section 4.2.1. The rheology of nitrogen and water-based fracturing

fluids is similar to carbon dioxide and water systems, discussed in Section 4.2.2.

4.2.1 PHASE BEHAVIOR OF N2-H20 MIXTURES
The solubility of N2 in water is much less than CO: in water, as seen in Figure 4.5.

Its solubility is less than 0.5 mol % whereas CO: solubility can reach 3.5 mol %.  The
data shows that the solubility of N2 in water is less sensitive to temperature than the
solubility of CO2. The question of whether the solubility of N2 or CO: in water is enough
to increase productivity from a fracture cannot be answered by looking at solubility data
alone. This question is answered by Chapter 9 where we show results for CO2 and N2

energized fractures. However, solubility does play an important role.

The solubility shown in Figure 4.5 is confirmed with experimental data also
shown in the figure'”. This is accomplished with the following binary interaction

parameter:

BIR, oy, =—0.554+0.00194(T[°F]-113) (4.8)

The density of the vapor phase was measured experimentally'® and compared to PREOS
calculated data in Figure 4.6. It is confirmed that the PREOS can predict correct gas
phase densities. The volume shift parameters used to create Figure 4.6 are shown in

Equation 4.9.

T, 1ol ft'/Ib-mol] = 0.0303+.000184T[* F ]

(4.9)
C,on, [ft*/Ib-mol] = 0
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The density of the gas phase is much less with N, compared to CO,. The lighter phase
density has two important consequences: 1) it increases the surface pressure requirements
because of a lack of fluid weight at the bottom of the well and, 2) it will also allow more

proppant settling.

4.2.2 RHEOLOGY OF N2-H20 MIXTURES
The rheology of N2-H20 mixtures is similar to CO2-H20 mixtures. As discussed

earlier, the gas forms bubbles that interact with each other to increase fluid viscosity in
high quality foams. The rheology is identical at low quality because both CO: and N> gas
phases have lower phase viscosity as compared to the liquid phase. Figure 4.4 shows the
effective viscosity divided by a base viscosity for all qualities. The only difference
between CO2 and N: viscosity is seen at qualities ranging from 52 -95% where the bubble
interactions differ slightly depending on the gas. The empirical constant, Ci, used for the
N2 curve in Figure 4.4, is 1.2 (see Table 4.1) as compared to 1.0 for CO: at the same

polymer loading; this results in slightly higher viscosity for a given base viscosity.

4.3  Mixture Properties of CO2-H20-MeOH

Methanol treatments have been successfully applied in water sensitive formations.
In 2001, Malone' reported results when cross-linked methanol is pumped to reduce the
amount of water. Methanol, unlike water, will stop clay swelling problems thus
eliminating water sensitivity. Gupta" reported use of methanol and water with CO: as a

second phase.

The biggest logistical difference between methanol and other treatments is that
additional safety measures need to be taken. Methanol’s flash point at atmospheric
pressure is 53 °F, making it a very volatile, flammable vapor. “CO: blankets” were used
over all methanol areas creating a layer between any possible leaks and the oxygen fuel.

Firefighting teams were on location at all times during a methanol treatment'*.
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The phase behavior of fluid systems involving the COz, H20, and MeOH ternary

system is discussed in Section 4.3.1. The rheology is in Section 4.3.2.

4.3.1 PHASE BEHAVIOR OF CO:-H20-MEOH MIXTURES
Methanol is more volatile than H20O but is still miscible with aqueous solutions.

Systems of CO2, H-O and MeOH form two phases for most compositions, temperatures,
and pressures during fracturing, just like the previously discussed systems. Properties of
methanol promote miscibility so that a larger fraction of the gas can go into the liquid

phase and more of the methanol partitions into the gas phase.

The Peng-Robinson EOS correctly predicts the phase behavior of ternary systems
of CO2, H20 and MeOH. The solubility of CO: in the liquid phase is shown in Figures
4.7 and 4.8. Figure 4.7 is for 105 F and Figure 4.8 is for 250 F. Each of the lines and
data sets in Figures 4.7 and 4.8 represent the solubility of CO: in the liquid phase for
different compositions of methanol. The figures show good agreement between
experimental'® and predicted values with the binary interaction parameters in Table 4.2.
The compositions reported in the figure are in mole fractions of methanol not including
COg; this represents the methanol-to-water ratio in the system. The values range from
0.05 mol % to 0.95 mol % to show that near pure compositions of water and methanol

can be predicted.

Both Figures 4.7 and 4.8 show that the solubility of CO: is increased when
methanol is added to the water. This means that fluid systems that require stimulation of
the invaded zone by solubility mechanisms will be more effective when methanol is
added. Figure 4.9 shows the comparison between the solubility of all the fluid systems
that we have discussed so far. As a result, methanol systems will be more effective as

energized fluids.

The Peng-Robinson EOS also correctly predicts the phase density for this fluid
system. The predicted liquid phase density is shown in Figure 4.10. The predictions
correlate well with experimental values'’. For simplicity, only two separate conditions of
temperature and methanol composition are shown. The methanol composition is in mole

fraction without CO2, the same as the solubility figures. Increasing temperature and
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methanol composition decreases the density by roughly 20% but does not change much
with pressure. The liquid phase is near incompressible, even when methanol is added.
The gas phase density is also compared to experimental values'’, shown in Figure 4.11.
The gas phase density is dependent on temperature and pressure, much like the gas
phases that are mentioned in previous sections. Methanol does not change the behavior
of the gas-rich phase properties to a large degree. The volume shift parameters used for

this fluid system is shown in Equation 4.10.

To 0l ft*/Ib-mol] = —0.0488
T co, [ft*/Ib-mol] = —0.0300 (4.10)
C.s weon Lft*/Ib-mol] = 0.06

4.3.2 RHEOLOGY OF CO2-H20-MEOH MIXTURES
Foam fracturing fluids with methanol have not been studied as much as water-

based CO:2 or N2 foam because they have not been around as long. The only rheology
tests on these fluid systems come from service companies or fracturing fluid providers.
Even then, most of that information in not made public and is very limited. However, it
is necessary to know the rheological behavior of this fluid system in order to model it. BJ
Service Company has provided some test data for this research. The results are
summarized below.

The data from BJ Services reported viscosities of the foam and base gels at 100
1/sec shear rate. Most of the tests were for fluid systems with 20 or 40% by volume
methanol with the remainder of the base liquid consisting of water and other additives.
80% by volume of CO: was usually added to 20% of the base liquid. More than 90% of
tests included the same composition of H.0, CO2, and MeOH because they used the
common ratios mentioned above. Most tests were done to optimize specific additives. It
is important that all fluids additives be compatible with the foam. We would like to
model the rheology of the fluid with changing gas composition (quality) in a fluid system

where the additives have already been optimized. Luckily, the data set provides one set
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of tests that varied the CO: quality from 60, 70 and 80% and for two different polymer

loadings.

Figure 4.12 shows the foam viscosity dependence on quality at two different
loadings. The data is represented by points on the figure. The reported viscosities were
once again divided by a base viscosity of the liquid. This makes the plot dimensionless
and allows the effects of the base viscosity to be normalized out. This is similar to Figure
4.4 for non-methanol foams. We observed that the trend is linear and not exponential (as
in Figure 4.4). Ideally we would need more than three points to confirm the linear trend
but this data is the best estimation we have. We are assuming that the behavior of
methanol foams, like regular foams, have a minimum and maximum quality where the
increase in viscosity is observed. We can also assume that the mechanism of bubble-
bubble interaction is the same for all foams so the minimum quality at which bubble-
bubble interaction becomes significant will be around 52%. No increase in viscosity is
seen under a quality of 52%. The upper limit is also assumed to be the same when mist is

formed above 95% quality.

Two trend lines are drawn in Figure 4.12 to represent the rheological behavior of
methanol foams at all qualities. Notice that the two trends lines are identical except from
qualities ranging from 52 to 95%. Inside this range, the foam has increased viscosity.
The level of increase is different for each polymer loading, shown by the slope of the line
plotted on the figure. The two slopes are 17 and 23 for 41 lb/Mgal and 22 1b/Mgal
loading, respectively. Because the viscosity ratio can be determined from only one

factor, the slope of the line, a general the trend is established (Equation 4.11).

Kﬁ =0.52+C,(T' - 0.52) 4.11)

(o]

Where the quality lies between 0.52 and 0.95. Equation 4.11 is equivalent to Equation
4.3 but for methanol foams. Notice that the exponential form of Equation 4.3 is replaced
by a linear form of Equation 4.11. Also notice that each is a function of foam quality, I,

with only one parameter to specify, Ci. Even though the functional behavior of methanol
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and non-methanol foam is different, the increase in viscosity is still approximately the

same (comparing Figure 4.4 with Figure 4.12).

4.4 Leak-off Behavior of Energized Fluids

Leak-off coefficients constitute another set of empirical parameters that need to

819 It was

be specified. Harris studied leak-off behavior for CO, and N, foam
concluded that the wall-building leak-off coefficient is a function of core permeability,
gelling agent concentration, and temperature. It was also concluded that the effluent
collected was enriched in the aqueous phase. The leak-off coefficient for the aqueous
phase is larger than the gas phase. There has been little done to verify whether these
conclusions are correct. There is a lack of experiments and no way to measure phase
dependant leak-off in the field. Currently, there is no public data or studies on the leak-

off of methanol foam fluids.

Harris’ %"

conclusions and data represent the best experimental evidence we have
for multi-phase leak-off. More data is needed since the various mechanisms that control
the leak-off of these fluids are not well understood. Chapter 8 includes a discussion of

these mechanisms.
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Nomenclature

BIP

Cvs,i

Binary interaction parameter
Volume shift parameter

Ci Rheology correlation parameter, Quality

C, Rheology correlation parameter, Temperature

Cs Rheology correlation parameter, Temperature

D Diameter

f Friction factor

K Fluid consistency index

n Power law index

Re Reynolds number

T Temperature

v Velocity of fluid

Greek Symbols

EVEP Specific volume of expansion ratio

r Foam quality

p Density, overall

o] Density, liquid

Pg Density, gas

u Fluid viscosity
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